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Abstract: Chronic diseases pose a significant global health burden, with early detection and diagnosis 

crucial for improved patient outcomes. Traditional diagnostic methods often rely on subjective clinical 

assessments and invasive procedures, limiting their accessibility and timeliness. Machine learning 

(ML) algorithms offer a promising approach to chronic disease classification, enabling the analysis of 

large datasets of patient data to identify patterns that aid in early disease detection. This survey delves 

into the application of ML algorithms for chronic disease classification, exploring the diverse 

techniques employed by researchers and their associated accuracy levels. The role of feature selection 

and independent variable selection in enhancing algorithm performance is emphasized, highlighting 

the importance of selecting the most relevant features from the data. Additionally, the study 

underscores the benefits of combining multiple algorithms to achieve superior accuracy compared to 

single algorithms. The development of disease prediction systems using ML holds the potential to 

revolutionize healthcare by enabling symptom-based diagnoses. Selecting the most appropriate ML 

model is paramount for making informed decisions regarding chronic disease diagnosis.  

Keywords: Chronic diseases, machine learning, disease classification, early detection, diagnosis, 

Healthcare revolution, feature selection 

1. Introduction 

All over the world, chronic diseases are a critical issue in 

the healthcare domain. According to the medical 

statement, due to chronic diseases, the death rate of 

humans increases. The treatments given for this disease 

consume over 70% of the patient’s income. Hence, it is 

highly essential to minimize the patient’s risk factor that 

leads to death. The advancement in medical research 

makes health-related data collection easier [1, 2]. The 

healthcare data includes the demographics, medical 

analysis reports, and the history of disease of the patient. 

The diseases caused could be varied based on the regions 

and the living habitats in that region. Hence, along with 

the disease data, the environmental condition and the 

living habitat of the patient should also be recorded in the 

data set. 

In recent years, the healthcare domain is evolving more 

due to the integration of information technology (IT) in it. 

The intention to integrate IT in healthcare is to make the 

life of an individual more affordable with comfort as 

smart- phones made one’s life easier [3]. This could be 

possible by making healthcare to be intelligent, for 

instance, the invention of the smart ambulance, smart 

hospital facilities, and so on, which helps the patients and 

doctors in several ways [4]. The research on a specified 

region for patients affected by chronic diseases every year 

had been held and found that the difference between the 

patients in gender wise is very small, and it is found that 

the large number of patients were ad- mitted in the year 

2014 for treating chronic diseases. The use of structured 

and unstructured data provides highly accurate results 

instead of using only structured data. Since the 

unstructured data includes the doctor’s records on the 

patients related to diseases and the patient’s symptoms and 

grievances faced by them, explained by themselves, which 

is an added advantage when used along with the structured 

data that consists of the patient demographics, disease de- 

tails, living habitats, and laboratory test results [5, 6]. It is 

difficult to diagnose rare diseases. Hence, the use of self- 

reported behavioral data helps differentiate the individuals 

with rare diseases from the ones with common chronic 

diseases. By using machine learning approaches along 

with questionnaires, it is believed that the identification of 

rare diseases is highly possible [7]. Figure 1 shows the 

conceptual view of the CKD prediction model in Machine 

Learning. 
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Figure 1: The conceptual graph CKD prediction model using Machine 

Learning Method 
 

In the last decade, some innovative technologies had been 

introduced to rapidly collect the data such as MRI 

(magnetic resonant imaging) readouts, ultra-sonography, 

social media gained data, and electronically gained 

activity, behavioral, and clinical data. These big data sets 

of healthcare are high-dimensional, which means the 

number of features recorder per observation might be 

greater than the total observations. They are noisy, sparse, 

cross-sectional, and lacks statistical power. By applying 

machine learning techniques, the issues in the high-

dimensional data sets can be overcome [8]. Machine 

learning contributes more in several domains. Many of the 

complex models make use of exiting larger training data, 

simultaneously at the edge of a major shift in healthcare 

epidemiology [9]. These data can enhance the knowledge 

gain in the risk factors of diseases to reduce healthcare-

associated infections, improve patient risk stratification, 

and find the way of transmitting the infectious diseases 

[10]. Machine learning can facilitate the analysis of 

laboratory results and other details of patients for the early 

detection of diseases. The low-level data could be 

converted to high-level knowledge via knowledge 

discovery in the database so as to gain knowledge about 

the disease patterns to support early detection [11]. The 

data collected for creating a data set should be 

preprocessed for its missing values, and then only the 

important features needed for accurate disease prediction 

are selected so as to enhance the prediction accuracy and 

minimizing the time taken for model training [12]. 

In the era of the Internet and technologies, people are not 

concerned about their health and lives. As everyone is 

interested in surfing and social media activities, they 

ignore visiting hospitals for their health checkup. By 

taking this activity as an advantage, a machine learning 

model that takes the symptoms given as input and predicts 

the possibility and risk of the disease affected or the 

development of such diseases in an individual should be 

developed [13, 14]. The more common chronic diseases 

are diabetes, cardiovascular diseases, cancer, strokes, 

hepatitis C, and arthritis. As these diseases persist for a 

long time and have a high mortality rate, the diagnosis of 

such diseases is highly important in the healthcare domain. 

Foreseeing the disease can help take preventive actions 

and avoid getting affected by it and early detection of it 

can help provide better treatment [15]. There are various 

techniques in machine learning such as supervised, semi-

supervised, unsupervised, reinforcement, evolutionary, and 

deep learning. The problem is associated with the 

processing of extracted features from real data and 

structured as vectors [16]. The processing quality is based 

on the proper combination of those vectors. But, most of 

the times, the high dimensionality of the vectors or the 

discrepancies in the data makes a big issue. Hence, it is 

important to reduce the dimensionality of the data set even 

if it leads to a little loss of details to make the data set a 

highly compatible dimension. This reduction in the 

dimensionality of the data set improves the model 

performance [17]. 

The system of chronic diseases management is essential 

for those affected by such diseases and in need of proper 

medical assessment and treatment information [18]. Also, 

this system can be useful for individuals who are in need 

of self-care to improve their health condition, since it is 

proved that self-management is the primary care of those 

with chronic diseases, and it is considered as the 

unavoidable part of treatment. With the use of mobile 

applications, the health information of patients can be 

recorded, and they serve as a better tool to enable self-

management [19]. To effectively predict a disease, 

information such as narration about the symptoms felt by 

the patients, details of consultation with medical 

practitioners, lab examination results, and computed 

tomography and X-ray images [20]. Little research is 

performed in identifying the accuracy and predictive 

power for developing a machine learning model with only 

information from lab examination results for the diagnosis 

of diseases. And, for performance enhancement, ensemble 

machine learning and deep learning model can be used 

[21, 22]. In the healthcare domain, artificial intelligence 

(AI) plays a major role in automating the roles involved in 

disease diagnosis and treatment suggestions and also 
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schedules perfect timing by the medical practitioners to 

perform various obligations that cannot be automated [23]. 

In recent decades, chronic disease is a long-lasting illness 

that has a huge impact on people health. The most frequent 

chronic disease are hyperlipidemic arthritis, coronary 

artery diseases, colon cancer, asthma, heart disease, 

hemophilia, chronic kidney disease, chronic respiratory 

disease, etc. [4]. The risk behaviours responsible for 

chronic disease are; hypertension (raised blood pressure), 

tobacco use, raised cholesterol, unhealthy diet, physical 

inactivity, and harmful use of alcohol. The risk behaviours 

responsible for chronic disease is graphically denoted in 

figure 2. 

 
Figure 2: Graphical representation of risk behaviors responsible for 

chronic disease 

The major objective of this system is to identify and 

predict chronic disease in an individual using a machine 

learning approach [24, 25]. The data set comprises both 

the structured data that includes the patient’s age, gender, 

height, weight, and so on, excluding the patient’s personal 

information such as name and ID, and the unstructured 

data that includes the patient’s symptoms, information 

related to consultation about the disease with the doctors, 

and the living habits of that individual [26]. These data are 

pre- processed for finding the missing values. They are 

then reconstructed to increase the quality of the model, 

thereby increasing the prediction accuracy. For prediction, 

the machine learning algorithms such as CNN and KNN 

are used [27, 28].  

This paper is organized as the details of the related works 

carried out while doing the research are given in Section 2, 

the problem statement and challenges are given in Section 

3, the future research directions are defined in Section 4, 

followed by the conclusion in Section 5, and finally, a list 

of references used in this study has been given. 

2. Related Work 

The main goal of research study is to collect all the 

published articles related to this field and conclude about 

the coverage of research done so far. We focused on the 

published research from 2017 up to today, review the 

research done on various machine learning techniques and 

algorithms used for the efficient prediction of diseases in 

various healthcare applications. 

Min Chen et al.[29] are the first to work on both type of 

data i.e., structured and unstructured and have proposed a 

multimodal disease risk prediction model based on CNN. 

In comparison to other predicting algorithms, this model 

proposed an accuracy of 94.8% with better convergence 

speed than CNN-UDRP. 

Mehrbakhsh et al. [30] bring techniques based on 

CART(classification and regression trees), 

EM(Expectation Minimization), PCA(Principal 

Component Analysis) and fuzzy rule for diagnosis of 

disease and obtain good accuracy in prediction. Result 

indicates that the method of combining fuzzy rule-based 

along with clustering and PCA are successful in obtaining 

good accuracy. 

Dhiraj et al. [31] suggested a model of disease prediction 

model based on patients symptoms using the CNN and 

KNN ML algorithms for accurate disease prediction. 

Disease symptoms dataset is required for disease 

prediction. In comparison to KNN algorithm, disease 

prediction accuracy of CNN is much more (84.5%). Along 

with the prediction of disease, this proposed system was 

able to predict the risk (low or high) associated with the 

disease. 

A NB based classifier model was proposed by Venkatesh 

[32] to predict future health status from heart disease data. 

Result declares that this method provides an accuracy of 

approximately 97.12%. The primary aim of this research is 

to predict a patient’s future health condition. 

For predicting fatty liver disease, Mohaimenul Islam [33] 

developed a ML algorithm based prediction model. 

Logistic Regression model performance improved with 

76.30% accuracy, 74.10% sensitivity and 64.90% 

specificity in comparison to other classification 

techniques. Result reveals that it is possible to use Logistic 

Regression Model as an important tool for clinical 

decision making. 

Pahulpreet and Shriya [34] applied different classification 

algorithms for early prediction of disease on three different 

databases and compare the results. From all the 

comparisons, accuracy of heart disease detection was 

87.1% using Logistic Regression, diabetes was 85.71% 

using SVM and Breast Cancer detection was 98.57% using 

AdaBoost classifier. 

Sayali and Rashmi [35] proposed a method for predicting 

whether or not a patient has heart disease using NB and 

KNN algorithm. The high/low risk of illness was also 

predicted using CNN-UDRP algorithm. Its only drawback 

is that it uses only structured data whereas Shraddha [36] 
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overcomes the limitation of CNN-UDRP and proposed 

CNN-UDRP algorithm that uses hospital structured and 

unstructured data and results that accuracy is more and 

fast. Shweta et al. [37] works on different chronic diseases 

and applied support vector machine, random forest and 

decision tree to predict whether or not a patient suffers 

from disease. Chronicle diseases like diabetes, heart 

disease and liver disease were included and as a result 

random forest algorithm worked with higher accuracy. 

Chronic disease is a major issue of health worldwide. The 

main cause of death is chronic diseases as per medical 

standard report. Hence, to reduce the risk of people’s life, 

Anandajayam [38] works on the analysis of chronicle 

diseases and uses RNN for structured data and CNN for 

unstructured data. After this, multiple algorithms like 

SVM, recurrent neural network, K-Nearest Neighbor, 

naïve bayes and Decision tree were then processed to 

examine the accuracy rate of disease risk. As a result, 

performance of RNN algorithm was better in comparison 

to other algorithms. 

A prediction model was suggested by Induja and Raji [39] 

to reduce the loss of human lives due to cerebral stroke. 

For training as well as the testing data, ten-fold cross 

validation was applied and several classification 

algorithms such as K-nearest neighbor, Decision tree and 

Naive Bayes were used to predict the risk of stroke. As a 

result, Decision Tree shows better performance in 

comparison to all three with an accuracy of 99%. 

Ehtisham [40] used SVM and multilinear regression 

algorithm to predict diseases and perform testing on 

multiple algorithms such as CNN, decision tree and k-

nearest neighbor etc. In comparison, the combination of 

SVM and multilinear regression provides higher accuracy 

in the range of 68%-87%. 

In combination with APDFS and HLRM, Sandeep Kumar 

[41] proposed a framework to improve the predictive 

accuracy of Chronic Kidney Disease by discovering 

certain characteristics that are important to the diagnosis of 

Chronic Kidney Disease. As a result, experimental 

findings showed that as it identifies the disease with 91.6% 

accuracy, hence the proposed method is efficient. 

Theyazn [42] works on an objective to develop the chronic 

disease surveillance detection system. The dataset was 

collected from world-wide resources, include ambiguous 

objects as well. Hence, to remove the ambiguity from 

dataset, and to boost the performance of a system, the 

Rough K-means clustering algorithm was used. Different 

ML algorithms like NB, SVM, KNN and random forest 

were compared and achieved the best results for diabetic 

disease classification with Naïve Bayes and RKM 

(80.55%), while SVM achieved 100% for kidney disease 

classification in combination with RKM and SVM 

achieved 97.53% accuracy metric for cancer disease 

classification along with RKM. 

 

Algorithm Used Accuracy Dataset Disease Predicted Result 

CNN based multimodal 

disease risk Prediction [29] 
94.8% 

Real life Hospital 

dataset 
cerebral infarction High or low risk prediction 

CART, EM, PCA with       

fuzzy rules [30] 
- 

Public medical data 

sets   taken from 

Diabetes and heart 

disease 
Good accuracy in prediction 

KNN and CNN [31] 84.5% 
Downloaded from 

UCI ML website 
General disease 

Accuracy of CNN is 

More in comparison to KNN 

NaiveBayes technique [32] 97.12% UCI ML repository Heart disease 
Predicts future health condition 

of patient 

RF, SVM, LR, ANN 

with 10-fold cross 

validation [33] 

76.30% 

Data were collected 

from Taipei Medical 

University Hospital 

Liver Disease 

A better result is 

given by the logistic regression 

technique. 

Classification algorithms 

– LR, DT, RF, SVM and 

adaptive boosting [34] 

87.1% in 

Heart Disease 

detection 85.71% 

in Diabetes and 

98.57% 

for Breast Cancer 

detection 

UCI 

Machine Learning 

Library 

Heart disease, Breast 

cancer, Diabetes 

In order to understand the 

disease risk prediction, this 

approach predicts low, high and 

medium risk of heart disease. 

CNN-UDRP [35] 65% 

UCI 

Machine Learning 

Library 

Heart disease 
Accurate disease risk prediction 

was achieved. 
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CNN-MDRP [36] 94.8% Hospitals data Heart disease 
Prediction of disease is fast and 

accurate 

Random Forest Algorithm 

[37] 

65% 

83% 

98% 

UCI 

Machine Learning 

Repository 

Liver disease, heart 

disease and diabetes 

Random forest algorithm is more 

accurate 

Recurrent neural network 

and 

CNN [38] 

97.62% 
Online dataset from 

hospitals 
cerebral infarction RNN works better 

K-nearest neighbor, 

Decision tree and Naïve 

Bayes [39] 

99% 
National Stroke 

Mortality dataset. 
cerebral stroke 

Decision tree’s performance is 

much better whereas NB 

classifier’s performance was 

poor. 

support vector machine 

and multilinear regression 

algorithm [40] 

87% 

by collecting patient’s 

symptoms and 

diagnosis from local 

hospitals and from 

open source libraries 

available online 

Heart Disease 

Multilinear regression algorithm is 

better in predicting the chance of 

heart disease 

APDFS and HLRM [41] 91.6% 
Medical labs and 

hospitals 

Chronic kidney 

disease 

Model performed well in prior 

prediction of CKD 

RKM with NB, SVM, 

KNN and RF [42] 

80.55% 

100% 

97.53% 

ML 

repository and Kaggle 

Diabetes, Kidney and 

Cancer 

Model successfully diagnosed 

the chronic 

diseases 

 

 

3. Problem Statement & Challenges 

Chronic diseases are long-lasting health conditions that 

persist for months or years and pose a significant global 

health burden. Early detection and diagnosis of chronic 

diseases are crucial for timely intervention and improved 

patient outcomes. However, traditional diagnostic methods 

often rely on subjective clinical assessments and invasive 

procedures, which can be time-consuming, expensive, and 

inaccessible. 

Machine learning (ML) algorithms have emerged as a 

promising tool for chronic disease classification, offering 

the potential to analyze large datasets of patient data and 

identify patterns that can aid in early disease detection. 

ML models can be trained on vast amounts of electronic 

health records, including patient demographics, medical 

history, laboratory test results, and imaging data, to learn 

the complex relationships between these features and the 

presence or absence of chronic diseases. 

 

Challenges: 

Despite the promise of ML, developing accurate and 

reliable chronic disease classification models faces several 

challenges: 

• Data quality and heterogeneity: Electronic health 

records often contain incomplete, inaccurate, or 

inconsistent data, which can hinder the development of 

robust ML models. 

• Feature selection and dimensionality reduction: 

Extracting meaningful features from large datasets is 

crucial for ML model performance, but identifying the 

most relevant features can be challenging. 

• Class imbalance: Chronic diseases often have a low 

prevalence, leading to an imbalance in the distribution 

of disease labels within the dataset. This imbalance can 

bias ML models towards the majority class, leading to 

poor performance for minority classes. 

• Model interpretability and Explainability: 

Understanding the decision-making process of ML 

models is essential for gaining trust in their predictions 

and ensuring they align with clinical expertise. 

 

 

 

4. Future Research Directions 

Future Research Directions in Chronic Disease 

Classification with Machine Learning 
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• Explainable AI (XAI): Enhance model interpretability, 

visualize decision-making processes, and explain 

complex interactions between features. 

• Multimodal Data Integration: Combine electronic 

health records, imaging data, and genetic data to 

improve model performance, develop multimodal data 

fusion methods, and address data heterogeneity and 

synchronization challenges. 

• Personalized Prediction and Risk Stratification: 

Develop personalized chronic disease risk prediction 

models, identify high-risk subgroups for targeted 

interventions, and inform personalized treatment plans 

and risk mitigation strategies. 

• Real-time Chronic Disease Monitoring: Implement 

ML-powered systems for real-time patient data 

monitoring, generate timely alerts for healthcare 

providers, and integrate ML models into wearable 

devices and telemedicine platforms. 

• Chronic Disease Classification in Resource-Limited 

Settings: Develop scalable and adaptable ML models, 

utilize transfer learning and domain adaptation 

techniques, and design efficient ML models for limited 

computational resources and power consumption. 

• Ethical Considerations and Regulatory Compliance: 

Address data privacy, bias, and transparency concerns, 

establish guidelines and frameworks for responsible 

ML development and deployment, and ensure 

compliance with regulatory requirements and data 

protection laws. 

5. Conclusion 

The area of medical care is witnessing a revolution with 

the advent of innovative decision support systems powered 

by machine learning (ML). These models have the 

potential to transform healthcare by emphasizing patient-

centered care, enabling accurate diagnoses, guiding 

appropriate treatments, and contributing to cost reduction. 

Researchers have primarily utilized hospital data, 

categorized into structured and unstructured formats, for 

developing ML models. While research on both data types 

is still in its nascent stages, several studies across various 

domains are exploring disease prediction using both 

structured and unstructured data. This paper delves into the 

diverse ML techniques employed by researchers for 

chronic disease diagnosis. Such disease prediction models 

hold the promise of diagnosing individuals based on their 

symptoms. A comprehensive analysis of these techniques 

reveals the crucial role of feature and independent variable 

selection in enhancing both accuracy and algorithm 

performance. Additionally, our findings indicate that 

combining multiple algorithms outperforms single 

algorithms in terms of accuracy. Moreover, evaluating 

multiple sequence combinations of algorithms is essential 

to identify the most effective combination for chronic 

disease prediction. The development of disease prediction 

systems holds the potential to revolutionize healthcare by 

enabling symptom-based diagnoses. Therefore, selecting 

the most appropriate model is paramount for making 

informed decisions regarding chronic disease diagnosis. 

Looking ahead, advanced AI methods such as deep 

learning and cognitive computing are poised to play a 

pivotal role in chronic disease analysis. Incorporating 

medical reports like MRI scans and X-rays into the 

datasets can further enhance prediction accuracy. 
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